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Abstract

Distributedcomputationalgrids dependon TCP to en-
sure reliable end-to-endcommunicationbetweennodes
acrossthe wide-area network(WAN). Unfortunately, TCP
performancecan be abysmaleven when buffers on the
end hostsare manuallyoptimized. Recentstudiesblame
the self-similar nature of aggregate network traf�c for
TCP's poor performancebecausesuch traf�c is not read-
ily amenableto statisticalmultiplexing in theInternet,and
hencecomputationalgrids.

In thispaper, weidentifya sourceof self-similarityprevi-
ouslyignored,a sourcethat is readilycontrollable — TCP.
Via an experimentalstudy, we examinethe effectsof the
TCP stack on network traf�c using different implementa-
tions of TCP. We showthat evenwhenaggregateapplica-
tion traf�c oughtto smoothoutasmoreapplications'traf�c
are multiplexed,TCPinducesburstinessinto theaggregate
traf�c load,thusadverselyimpactingnetworkperformance.
Furthermore, our results indicate that TCP performance
will worsenasWAN speedscontinueto increase.
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1 Intr oduction

Distributed computationalgrids, managedby middle-
ware suchas Globus [4] and Legion [5], requiresupport
for the �uctuating andheterogeneousdemandsof individ-
ual users. The ability to characterizethe behavior of the
resultingaggregatenetwork traf�c canprovide insight into
how traf�c shouldbescheduledto makeef�cient useof the
network in a computationalgrid.

Several studiesconcludethat aggregatenetwork traf�c
is self-similar (or fractal) [7, 12], and thus not amenable
to the statistical-multiplexing techniquescurrently found
on the Internet. Additional studiesclaim that the heavy-
taileddistributionsof �le size,packetinterarrival,andtrans-
fer durationfundamentallycontributeto theself-similarna-
tureof aggregatenetwork traf�c [10, 11, 16]. While these
heavy-taileddistributionsmaycontributeto self-similarity,
we will illustrate that TCP itself is the primary sourceof
self-similarity and that this behavior may have dire con-
sequencesin computationalgrids asWAN speedsincrease
into the gigabit-per-second(Gb/s)range. In particular, we
show thatevenwhenapplicationtraf�c is riggedto produce
a Hurstparameter� of 0.5,TCPadverselymodulatesthis
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applicationtraf�c andproduces���

��� �

(i.e., self-similar
traf�c). While we focuson theTCP-inducedself-similarity
of TCPRenoandTCPVegas,concurrentresearchby Veres
etal. [14, 15] provesthatTCPTahoeis alsoasourceof self-
similarity but doessothroughanexaminationof congestion
windows( ���
	�� ) andtheir attractors.

2 Background

TCP is a connection-orientedservicewhich guarantees
the reliable, in-order delivery of a streamof bytes,hence
freeing the applicationfrom having to worry aboutmiss-
ing or reordereddata.It includesa �o w-controlmechanism
which ensuresthata senderdoesnot overrunthebuffer ca-
pacityof the receiver anda congestion-controlmechanism
which tries to prevent too much datafrom being injected
into thenetwork, therebycausingpacketlosswithin thenet-
work. While the sizeof the �o w-control window is static,
the size of the congestionwindow evolvesover time, ac-
cordingto thestatusof thenetwork.

2.1 TCP CongestionControl

Currently, themostwidely-usedTCPimplementationis
TCP Reno[6]. Its congestion-controlmechanismconsists
of two phases:(1) slow startand(2) congestionavoidance.
In theslow-startphase,thecongestionwindow growsexpo-
nentially (i.e., doublesevery time the sendersuccessfully
transmitsa congestion-window's worth of packets across
the network) until a timeout occurs,which implies that a
packet hasbeenlost. At this point, a 
���������������� valueis
setto thehalvedwindow size;TCPRenoresetstheconges-
tion window sizeto oneandre-enterstheslow-startphase,
increasingthe congestionwindow exponentiallyup to the


���������������� . Whenthethresholdis reached,TCPRenothen
entersits congestion-avoidancephasein which theconges-
tion window is increasedby “one packet” every time the
sendersuccessfullytransmitsa congestion-window'sworth
of packetsacrossthenetwork. Whenapacket is lost during
thecongestion-avoidancephase,TCPRenotakesthesame
actionsaswhena packet is lost duringslow start.

TCP Reno now also implementsfast-retransmitand
fast-recovery mechanismsfor both the slow-start and
congestion-avoidancephases.Ratherthantiming out while
waiting for the acknowledgement(ACK) of a lost packet,
if thesenderreceivesthreeduplicateACKs (indicatingthat
somepacket waslost but later packetswerereceived), the
senderimmediatelyretransmitsthelostpacket(fastretrans-
mit). Becauselater packets were received, the network
congestionis assumedto be lessseverethanif all packets
werelost,andthesenderonly halvesits congestionwindow
and re-entersthe congestion-avoidancephase(fast recov-
ery)withoutgoingthroughtheslow-startphaseagain.

TCP Vegas [1] introducesa new congestion-control
mechanismthattriesto preventratherthanreactto conges-
tion. When the congestionwindow increasesin size, the
expectedsendingrate ( ��� ) increasesaswell. But if the
actualsendingrate(  �� ) staysroughly the same,this im-
plies that thereis not enoughbandwidthavailableto send
at ��� , andthus,any increasein thesizeof thecongestion
window will resultin packets�lling up thebuffer spaceat
thebottleneckgateway. TCP Vegasattemptsto detectthis
phenomenonandavoid congestionat the bottleneckgate-
way by adjustingthe congestion-window size, and hence

��� , asnecessaryto adaptto theavailablebandwidth.
To adjustthewindow sizeappropriately, TCPVegasde-

�nes two thresholdvalues, ! and " , for the congestion-
avoidancephase,and a third thresholdvalue, # , for the
transitionbetweentheslow-startandcongestion-avoidance
phases.Conceptually, !$�

�

implies thatTCPVegastries
to keepat leastonepacketfrom eachstreamqueuedin gate-
waywhile "%�$& keepsatmostthreepackets.

If Diff = ER- AR, thenwhenDiff '(! , Vegasincreases
thecongestionwindow linearly duringthenext RTT; when
Diff )*" , Vegasdecreasesthe window linearly during the
next RTT; otherwise,the congestionwindow remainsun-
changed.The # parametercanbeviewedasthe“initial” "

whenTCPVegasentersits congestion-avoidancephase.
To furtherenhanceTCP performance,Floyd et al. pro-

posedtheuseof randomearlydetection(RED)gateways[3]
to detect incipient congestion. RED gateways maintain
a weightedaverageof the queuelength. As long as the
averagequeuelengthstaysbelow the minimum threshold
( +-,.	0/�1 ), all packetsarequeued.Whenthe averagequeue
lengthexceeds+-,2	�/�1 , packetsaredroppedwith probability

3

. And whentheaveragequeuelengthexceedsamaximum
threshold( +-465�/�1 ), all arriving packetsaredropped.

2.2 Probability and Statistics

TheCentralLimit Theoremstatesthatthesumof a large
numberof �nite-mean, �nite-v ariance,independentvari-
ables(e.g., Poisson)approachesa Gaussianrandomvari-
ablewith lessvariability (i.e., less“spread”or burstiness)
thantheoriginaldistribution(s).So,if eachrandomvariable
representedtraf�c generatedby aparticularcommunication
stream,thenthesumof alargenumberof thesestreamsrep-
resentsaggregatenetwork traf�c with lessvariability, and
thuslessvariationor spreadin therequiredbandwidth,i.e,
network traf�c is lessburstyor moresmooth.Suchaggre-
gatetraf�c behavior enablesstatistical-multiplexing tech-
niquesto beeffectiveover theInternet.Unfortunately, even
if application-generatedtraf�c streamshave �nite means
andvariancesandareindependent,TCPcanmodulatethese
streamsin sucha way that they areno longerindependent,
leadingto aggregatenetwork traf�c with wildly oscillating



andunpredictablebandwidthdemands[13].
To measurethe burstinessof aggregateTCP traf�c, we

usethe coef�cient of variation ( �

�

�

� � �

) [2, 13] — the ra-
tio of the standarddeviation to the meanof the observed
numberof packetsarriving at a gateway in eachround-trip
propagationdelay. The �

�

�

� � �

givesa normalizedvaluefor
the “spread”of a distribution andallows for the compari-
sonof “spreads”over a varyingnumberof communication
streams.If the �

�

�

� ���

is small, the amountof traf�c com-
ing into the gateway in eachRTT will concentratemostly
aroundthe mean, and thereforewill yield better perfor-
mancevia statisticalmultiplexing. For purposesof compar-
ison,wealsousetheHurstparameter, � , from self-similar
modeling[7, 10, 11, 12, 16]. While � may be betterat
determininglong-termbuffer requirements(i.e., largetime
granularities),it doesnotprovide insightinto how well sta-
tistical multiplexing performs,i.e., at small time granulari-
tiessuchasaround-triptime(RTT).

3 Experimental Study

To understandthe dynamicsof TCP, we usens [9] to
modeltheportionof theEnergy Sciencesnetwork (ESnet)
thatis speci�c to ourcomputationalgrid — namelythenet-
work betweenLos Alamos National Laboratory(LANL)
andSandiaNationalLaboratory(SNL). We thensyntheti-
cally generateapplication-generatedtraf�c to betterunder-
standhow TCPmodulatesinput traf�c. Understandinghow
TCP modulatestraf�c canhave a profoundimpacton the

�

�

�

� � �

and � parameters,and hence,the throughputand
packet losspercentageof network traf�c.

3.1 Network Topology

Figures1 and2 show the currentESnetbackboneand
anabstractionof theESnetbackbone,respectively. We as-
sumethatthereareupto

�

hostsin thelocal-areanetworks
(LANs) of both LANL andSNL sendingtraf�c backand
forth. Thetraf�c generatedfrom anEthernet-attachedhost

, in LANL'sLAN goesthroughanEthernet/FDDIinterface
to a FDDI/ATM Cisco7507routerto a Fore ASX-200BX
ATM switch in Albuquerque(ABQ POP)to a Cisco7507
router to host , at SNL and vice versa. While the traf�c
generatedbetweenLANL andSNL alonecannotcauseany
congestionat theABQ POP'sWAN ATM switch,datafrom
the“InternetCloud” is signi�cant enoughto interferewith
traf�c from bothsites.

The Cisco 7507 routershave buffers large enough(48
MB) to handleincoming and outgoingtraf�c. The ABQ
POP's ForeASX-200BX switchcanonly buffer 64K ATM
cellsperport or about3 MB perport.

Figure 3 shows an abstractionof the proposedtopol-
ogy for the future ESnetbackbone.The ABQ POPATM

switchremainsaForeASX-200BX,but theinterfacespeed
changesto OC-12(622Mb/s). Theroutersoneithersideof
theATM switchupgradeto Cisco7512routerswhich have
33% morebuffer spacethanthe 7507s. Lastly, both LAN
architecturesarereplacedby GigabitEthernet(1000Mb/s).
In short,all thelink bandwidthsscaleup,but theABQ POP
ATM switchremainsessentiallythesame.

3.2 Traf�c Characterization

The �

�

�

� ���

providesaquantitativemeasureof how traf�c
smoothesout whena large numberof �nite-mean, �nite-
variance,independentstreamsareaggregated(via theCen-
tral Limit Theorem). To characterizethe TCP modula-
tion of traf�c, we �rst generateapplicationtraf�c accord-
ing to a known distribution, e.g.,Poisson. We thencom-
parethe �

�

�

� ���

of thisdistribution (i.e., theoretical�

�

�

� ���

) to
the �

�

�

� � �

of the traf�c transmittedby TCP (i.e., measured
�

�

�

� � �

). Thisallowsusto determinewhetherTCPmodulates
thetraf�c, andif so,how it affectstheshape(burstiness)of
thetraf�c, andhencetheperformanceof thenetwork.

For instance,when � independentPoissonsourceseach
generatepacketsata rateof � with round-triptimedelayof

� , the �

�

�

� ���

of theaggregatedsourcesis

c.o.v.(Poisson,� ) �

�

�

���

�

(1)

Hence,this theoretical�

�

�

� � �

of Poissontraf�c decreasesas
a function of

���

�

� , implying that traf�c shouldbecome
smootheras � increases(or as more sourcesare aggre-
gated).

The self-similarmodel is alsousedto characterizenet-
work traf�c. In this model, the Hurst parameter� theo-
retically lies between0.5 and 1.0. When � �

��� �

, the
aggregatetraf�c is self-similarandexhibits long-rangede-
pendence.Becausewe generateapplicationtraf�c for each
client identically accordingto a known distribution, i.e.,
Poisson,with a �nite meanandvariance,theHurstparame-
ter � from self-similarmodelingshouldbe0.5if TCPdoes
not adverselymodulatetheapplicationtraf�c. However, as
wewill show laterin thissection,TCPmodulatesthetraf�c
to haveself-similarcharacteristics,particularlyTCPReno.

3.3 Experimental Set­Up

Tables1 and2 show thenetwork parametersfor thecur-
rentandproposedESnettopologies,respectively. Theval-
ues for network delay are derived from traceroute infor-
mationbetweenLANL andSNL.Network-hardwarevalues
suchasbuffer sizearederived from vendorspeci�cations.
Tables3 and 4 containappropriatelyscaledtraf�c-source
parametersfor thecurrentandproposedESnet,respectively.



Figure 1. Network Topology of the Energy Sciences Network (ESNet)
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Figure 2. Abstraction of the Current ESnet Architecture .
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Figure 3. Abstraction of the Proposed ESnet Architecture .

EachLANL client generatesPoissontraf�c, i.e., single
packetsaresubmittedto theTCP stackwith exponentially
distributed interpacket arrival times with mean

���

� . We
vary thetotal traf�c loadofferedby varyingthenumberof
clients

�

and test two different implementationsof TCP
(Renoand Vegas)and two different queueingdisciplines
in the routers(FIFO andRED). The crosstraf�c produced
by therestof the“ATM Cloud” is modeledaftera Poisson
sessionarrival with Paretoservicetime for eachsession.
For eachsession,a new TCPis randomlycreatedto either
LANL or SNL. This traf�c canbecharacterizedby thear-
rival rate,mean�le size,andParetoshapeparameter.

To seehow TCPmodulatestraf�c, wecalculatethetheo-
retical �

�

�

� ���

of theaggregatetraf�c generatedby theLANL
clients(basedonthePoissondistributioneachclientusesto
generateits traf�c) andcompareit to themeasured�

�

�

� � �

of
theaggregateTCP-modulatedtraf�c at therouters.

For example, using the experimentalparametersfrom
Table 1, the theoretical �

�

�

� ���

of Poissontraf�c is 0.659
when � ��� anddropsall the way down to 0.120when

� ���

�

. However, in Sections4 and5, wewill �nd thatthe
measured�

�

�

� � �

(afterTCPmodulation)canbeupwardsof
300%largerthanthetheoretical�

�

�

� � �

!

4 Results: Curr ent ESnetTopology

When the amountof traf�c being generatedis larger
than the availablebandwidth,i.e., from Table 3, ���

���	��


�
���

���

�

�

�

&

���

�

�

�

��� ����� � &

�

hosts,TCPcongestion-
controlkicks in andmodulatesthetraf�c to bemorebursty
than expected, i.e., the measured�

�

�

� � �

is signi�cantly
larger than the theoretical�

�

�

� ���

from Eq. 1, asshown in
Figure4. In particular, with the theoretical�

�

�

� ���

reaching

a low of 0.120when � ���

�

, themeasured�

�

�

� ���

for TCP
Renois generally300%higher than the theoretical�

�

�

� ���

while themeasured�

�

�

� ���

for TCPVegasis nevermorethan
40%higher(andin mostcasesis lessthan10%higher).

TCP Renobegins to induceburstinesswhenas few as
eight clients are aggregated. By 20 clients, the induced
burstinessbecomesso signi�cant that it adverselyimpacts
boththroughputandpacket-lossrates,asshown in Figures5
and 6. (Theseresultsare in stark contrastto our results
in a morecommodity10-Mb/sswitchedEthernetenviron-
ment[13].) Theenhancedburstinessthatweseehereresults
from acombinationof (1) the�uctuation of thecongestion-
window sizes,particularly in TCP Reno[13], and(2) the
magni�cation of TCP's inability to adaptappropriatelyto
short-livedcongestionoverhigh bandwidth-delaylinks.

Figure 5 shows the number of packets transmitted
throughboth routers. The throughputbecomessaturated
around30 clientsor whenthe link capacityminusthe av-
eragethroughputof outsidesourcesequalsthe traf�c gen-
eratedby the sources.TCP Vegasobviously doesa better
job atutilizing thelink asthenumberof packetstransmitted
is higherthanin TCPReno.This substantiatesthe�ndings
in [8].

Figure6 shows thatTCPVegasdoesnot loseany pack-
ets, i.e., packet-lossrate= 0, becauseits ! and " param-
eterseffectively avoid congestion.In contrast,TCP Reno
losesa measurable0.26%of packetswhenthe network is
not evencongestedat lessthan20 clients. The0.26%loss
ratecorroboratesthe loss-ratenumbersreportedby ESnet;
while sucha numberis oftentimesdismissed,it shouldnot
be becausewhena packet is droppedbeforeit reachesits
destination,all the resourcesthat it hasconsumedin tran-
sit arewasted.Over a 155Mb/s link, a lossrateof 0.26%



Parameter Value

LANL network speed 100Mb/s
LANL network delay 0.3385ms
LANL FDDI to ATM interfacedelay 0.3315ms
LANL to ABQ POPspeed 155Mb/s
LANL to ABQ POPdelay 1.21ms
LANL routerbuffer size 33554packets

SNL network speed 100Mb/s
SNL network delay 0.287ms
SNL to ABQ POPspeed 155Mb/s
SNL to ABQ POPdelay 0.13ms
SNL routerbuffer size 33554packets
ABQ POPATM buffer (perport) 2315packets
Outsidetraf�c link speed 155Mb/s
Outsidetraf�c link delay 10ms
TCPmaxadvertisedwindow 10000packets
Packetsize 1500bytes
Round-trippropagationdelay 4.6ms
Total testtime 200s
TCPVegas/!�� "�� # 1, 3, 1

RED gateway/+-,.	
/�1 6711packets

RED gateway/+ 465
/�1 26843packets

Table 1. Network Parameter s for Current ES­
net.

Parameter Value
LANL network speed 1000Mb/s
LANL network delay 0.67ms
LANL to ABQ POPspeed 622Mb/s
LANL to ABQ POPdelay 1.21ms
LANL routerbuffer size 44739packets

SNL network speed 1000Mb/s
SNL network delay 0.287ms
SNL to ABQ POPspeed 622Mb/s
SNL to ABQ POPdelay 0.13ms
SNL routerbuffer size 44739packets
ABQ POPATM buffer (perport) 2315packets
Outsidetraf�c link speed 622Mb/s
Outsidetraf�c link delay 10ms
TCPmaxadvertisedwindow 100000packets
Packetsize 1500bytes
Round-trippropagationdelay 4.6ms
Total testtime 200s
TCPVegas/!�� "�� # 1, 3, 1

RED gateway/+-,2	
/�1 8948packets

RED gateway/+ 4 5�/�1 35791packets

Table 2. Network Parameter s for Proposed
ESnet.

Parameters Value
Maximum# of clients 60
Poissonmeanpacket intergeneration(

� �

� ) 4 ms
Averagetraf�c rate 3 Mb/s

ON/OFFmeanburstperiod 3 ms
ON/OFFmeanidle period 97ms
ON/OFFParetoshape 1.5
ON traf�c rate 100Mb/s
Averagetraf�c rate 3 Mb/s

Outside-sourcemeantimebetweensession 0.25s
Outside-sourcemean�le sizepersession 2 MB
Outside-sourceaveragetraf�c rate 64Mb/s

Table 3. Traf�c­Sour ce Parameter s for Current
ESnet.

Parameters Value
Maximum# of clients 60
Poissonmeanpacket intergeneration(

���

� ) 0.8ms
Averagetraf�c rate 15Mb/s

ON/OFFmeanburstperiod 1.5ms
ON/OFFmeanidle period 98.5ms
ON/OFFParetoshape 1.5
ON traf�c rate 1000Mb/s
Averagetraf�c rate 15Mb/s

Outside-sourcemeantimebetweensession 0.25s
Outside-sourcemean�le sizepersession 2 MB
Outside-sourceaveragetraf�c rate 64Mb/s

Table 4. Traf�c­Sour ce Parameter s for Pro­
posed ESnet.



translatesto 403 Kb of informationbeinglost per second.
Furthermore,thissituationgetsworseastheWAN scalesup
in speed(seeSection5 for details).

Figures5 and6 alsoshow that the presenceof a RED
gatewayat boththeLANL andSNL routersdoesnot cause
much changein the �

�

�

� � �

or the overall network perfor-
mancebecausethebottleneckof thenetwork is at theABQ
POP, not at therouters.In addition,becausethebuffer size
in the ATM switch at the ABQ POPis small comparedto
both routers(which have buffers that areseveral ordersof
magnitudehigher than the bandwidth-delayproduct), the
buffers occupiedin the routersare almostalways smaller
than the RED + ,.	 /�1 , resultingin very little differencein
network performanceor the �

�

�

� � �

of aggregatetraf�c.
Figure7 shows theHurst parameter� asa function of

traf�c load. If � �

��� �

, thetraf�c streamsareindependent
of oneanother;while at � �

��� �

, thetraf�c streamsexhibit
self-similarity (burstiness),or more precisely, long-range
dependence.So,when � independentPoissonsourcesare
mathematicallyaggregatedtogether, theHurstparameter�
is 0.5. If TCPdoesnotadverselymodulateourapplication-
generatedtraf�c of independentPoissonsources,� should
remainat 0.5acrossall offeredtraf�c loads.

However, asFigure7 shows,TCPRenodramaticallyin-
ducesburstinessandlong-rangedependenceinto thetraf�c
streamsasits � valuequickly reaches1.0whenonly twelve
clientshave beenaggregatedtogetherover anuncongested
network. Meanwhile,TCP Vegasdoesa muchbetterjob
at notadverselymodulatingthetraf�c. Unfortunately, TCP
Reno(notVegas)is currentlythemostpopularandvirtually
ubiquitousimplementationof TCPout in theworld today.

5 Results: ProposedESnetTopology

As in the previous section,when the amountof traf-
�c beinggeneratedis larger thanthe availablebandwidth,
i.e., � � ��� �




� ���

� ���

�-� &

�

hosts,in the proposedESnet,
TCPcongestion-controlreally kicks in andadverselymod-
ulatestheapplicationtraf�c. However, over this proposed
ESnet,the adversemodulationby TCP is even morepro-
nouncedthanin thecurrentESnet,i.e., themeasured�

�

�

� � �

is enormouslylarger thanthetheoretical�

�

�

� ���

from Eq.1,
asshown in Figure8. In this particularcase,thetheoretical

�

�

�

� � �

reachesa low of 0.054when � � �

�

while themea-
sured�

�

�

� ���

for TCP RenoandTCP Vegasareupwardsof
642%and457%higherthantheoretical�

�

�

� ���

! Thesenum-
bersindicatethat TCP performancemay worsenasWAN
speedscontinueto increase;furtherevidenceof this is pro-
videdbelow.

TCP Renostartsto induceburstinesswhen as few as
eight clients are aggregated. By 34 clients, the induced
burstinessbecomessosigni�cant that it adverselyimpacts
boththroughputandpacket-lossrates,asshown in Figures9
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and10.
In contrastto Figure 5 where TCP Vegas shows bet-

ter throughputthan TCP Reno, Figure 9 shows that the
throughputof TCPRenois slightly betterthanTCPVegas.
However, a detailedlook at a snapshotof the congestion-
window evolution(Figures11-14) indicatesthatthereason
why the throughputof TCP Renois betterthan TCP Ve-
gasmaybedueto themany packetretransmissionsby TCP
Reno. Consequently, TCP Vegas's goodputis likely to be
betterthanTCPReno's.

Figures11and13show thatTCPRenoincreasesits con-
gestionwindow to anextraordinarilyhighvalue( ) )

�������

)
duringslow starteventhoughtheoptimalvalueis lessthan
100 packets. Why doesthis happen?Becausethereis no
mechanismotherthanpacket lossto inform TCP Renoof
theappropriatevaluefor thecongestionwindow. With the
largeburststhatTCPRenoallowswith theO(1000packet)
congestionwindow, the network becomesseverely con-
gestedandmustbackoff twice in Figure13 without trans-
mitting anything for morethantwo seconds.This suggests
that theslow-startmechanismof TCPRenodoesnot adapt
quickly enoughwhenthe bandwidth-delayproductis very
large.

Returning to �gure on packet-loss percentage(Fig-
ure 10), TCP Reno's loss rate exceeds5% when the net-
work is heavily congestedwhile TCPVegasonceagainpro-
ducesno packet loss. Over a 622 Mb/s link a lossrateof
5% translatesto a lossof over 31 Mb/s! This kind of loss
rateis clearlyunacceptablefor themultimediaapplications
thatmustbesupportedin computationalgrids,e.g.,remote
steeringof visualizationdataandvideo-teleconferencing.

As in Section4,Figures9 and10alsoshow thatthepres-
enceof a RED gatewayat boththeLANL andSNL routers
doesnot causemuchchangein the �

�

�

� � �

or theoverallnet-
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work performancebecausethebottleneckof thenetwork is
at the ABQ POP, not at the routers. In addition, because
thebuffer sizein theATM switchat theABQ POPis small
comparedto both routers(which have buffers thataresev-
eral ordersof magnitudehigher than the bandwidth-delay
product),thebuffersoccupiedin the routersarealmostal-
wayssmallerthanthe RED + ,.	�/�1 , resultingin very little
differencein network performanceor the �

�

�

� ���

of aggre-
gatetraf�c.

6 Discussion

Whataretheimplicationsof theaboveresultsfor tomor-
row'sNext-GenerationInternetandhigh-performancecom-
putationalgrids?First, in contrastto theliteratureover the
past� ve years,we have shown thatTCPitself is a primary
sourceof self-similarity, particularlyTCPReno.Dueto the
burstinessthatis inducedby TCPReno,thethroughputand
packet-lossmetricsareadverselyaffected,reducingoverall
network performance.

Second,basedonour results,Vegas[1] deservesserious
considerationasa high-performanceTCP for both the In-
ternetaswell asdistributedcomputationalgrids.(However,
theweaknessin this claim is thatwe did not testTCP Ve-
gasin a dynamicallychangingenvironmentof short-lived
connections.That is, we did not modelthearrival andde-
parturepatternsof TCPconnections.)For a somewhatop-
posingview, theauthorsdirect the readerto [8] whereMo
et al. pit a TCPRenoconnectionagainsta TCPVegascon-
nectionwith theinput traf�c originatingfrom anin�nite �le
stream.

Third, theperformanceof TCPworsensasWAN speeds
arescaledup. Evidenceof this waspresentedin Section5.
In addition, there exists anothercasewhereTCP perfor-
mancewill suffer as WAN speedsscale;a casethat was
not speci�cally addressedin our experimentalstudy. For
an intuitive understanding,onemust think aboutthe TCP
Reno congestion-controlmechanismin the context of a
highbandwidth-delayproduct,e.g.,1 Gb/sWAN � 100ms
round-triptime(RTT) = 100Mb. For thesakeof argument,
assumethatthe“optimal window size” for aparticularcon-
nectionis 50 Mb. TCPRenocontinuallyincreasesits win-
dow sizeuntil it inducespacket loss(i.e., justabove50Mb)
andthenchopsits window sizein half (i.e., 25 Mb). Thus,
having all TCPconnectionsusepacket lossasa way to in-
cessantlyprobenetwork statecanobviously inducebursti-
ness.Furthermore,re-convergenceto the“optimal window
size” usingTCP's absolutelinear increasetakesmuchtoo
long andresultsin lowerednetwork utilization. In this par-
ticular case,convergencecantake aslong as(50 Mb - 25
Mb) / (1500B/RTT * 8 b/B) = 2,084RTTs or (2,084RTTs
* 100ms/RTT) = 208.4seconds= 3.472minutes.

7 Conclusion

Theability to characterizethebehavior of aggregatenet-
work traf�c canprovide insight into how traf�c shouldbe
scheduledto makeef�cient useof thenetwork, andyetstill
deliver expectedquality-of-serviceto endusers.Theseis-
suesareof fundamentalimportancein widely-distributed,
high-speedcomputationalgrids.

Our experimentalstudy illustratesthat the congestion-
controlmechanismsof TCPRenoandTCPVegasmodulate
the traf�c generatedby the applicationlayer. TCP Reno,
in particular, adverselymodulatesthe traf�c to be signi�-
cantly morebursty, which subsequentlyaffectsthe perfor-
manceof statisticalmultiplexing in thegateway. Thismod-
ulationoccursfor anumberof reasons:(1) therapid�uctu-
ationof thecongestion-window sizescausedby thecontin-
ual “additive increase/ multiplicative decrease(or re-start
slow start)”probingof thenetwork stateand(2) thedepen-
dency betweenthe congestion-controldecisionsmadeby
multiple TCP streams,i.e., TCP streamstendto recognize
congestionin thenetwork at thesametime andthushalve
their congestionwindows at thesametime (seeFigures11
and13, for example).

Furthermore,over the proposedESnet topology, we
were able to magnify TCP's inability (particularly Reno)
to adaptappropriatelyto congestionover high bandwidth-
delaylinks. Thus,thework presentedhereconcludesthatif
we continueon thepaththatwe areon — usingTCPReno
asthenetworkingsubstratefor high-performancecomputa-
tional grids— overall network performancewill suffer. In
particular, TCP Reno's congestion-controlmechanismin-
ducesburstinessand dependency betweenstreamswhich
ultimately limit theeffectivenessof statisticalmultiplexing
in routers. In addition,TCP Reno's “packet-lossinduced”
probingof network statedoesnot allow a TCPconnection
to maintainits optimalwindow size.

Finally, thiswork alsoopensup futureresearchopportu-
nitiesin thepro�ling of application-generatednetwork traf-
�c. Why is suchpro�ling important? Becausethe traf�c
distribution that sourcesgeneratewill likely have an im-
pact on the performanceof the congestion-controlproto-
col (even thoughthe averageaggregatedtraf�c rate is the
same). While the researchcommunity currently under-
standswhat network traf�c looks like on the wire, there
is little understandingon what the traf�c looks like when
it entersthe TCP protocol. Oftentimes,researcherssim-
ply useanin�nite-sized �le asinput into TCP. Why is this
bad?Becauseit is analogousto pumpinganin�nitely long,
memory-referencepatterninto a cache-coherency protocol
in order to test the effectivenessof the protocol. Rather
thando that, researchersin computerarchitecturepro�led
memory-referencepatternsin real parallel programsand
usedthesepro�les asinput into their cache-coherency pro-



tocols. Likewise, we, the network researchcommunity,
oughtto startdoingthesame.
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